Wind-Driven Formation of Ice Bridges in Straits
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Ice bridges are static structures composed of tightly packed sea ice that can form during the course of its flow through a narrow strait. Despite their important role in local ecology and climate, the formation and breakup of ice bridges is not well understood and has proved difficult to predict. Using long-wave approximations and a continuum description of sea ice dynamics, we develop a one-dimensional theory for the wind-driven formation of ice bridges in narrow straits, which is verified against direct numerical simulations. We show that for a given wind stress and minimum and maximum channel widths, a steady-state ice bridge can only form beyond a critical value of the thickness and the compactness of the ice field. The theory also makes quantitative predictions for ice fluxes, which are particularly useful to estimate the ice export associated with the breakup of ice bridges. We note that similar ideas are applicable to dense granular flows in confined geometries.
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An ice bridge is a stationary rigid structure composed of sea ice, which spans the width of a strait between two land masses, usually separated by a static arch from a large region of open water (a polynya). Such ice bridges are formed seasonally in many of the straits and channels in the Canadian Arctic Archipelago (usually in the narrowest part of the strait), persisting for several months and impacting local climate and ecology [1,2]. Once formed, an ice bridge controls the edge of the main ice pack (e.g., in Nares Strait), thus inhibiting the flow and subsequent loss of Arctic sea ice into warmer oceans and potentially influencing global climate [3]. Further, the polynya itself plays a key role in regulating the uptake of solar energy and the transport of gases and nutrients that are crucial for the sustenance of marine food chains [4,5]. Despite their seasonal occurrence and biogeophysical importance, the conditions under which ice bridges form are not well understood.

Here, we develop a theoretical framework to describe the wind-driven flow of sea ice through a narrow channel, focusing on ice bridge formation. The methods used here to describe ice bridge formation, because of the rheological description of the ice flow, are more broadly applicable to flows of granular media and other complex materials. We consider the motion of sea ice in a symmetric channel of arbitrary shape, \( y = w(x) \), with a characteristic half-width \( w_0 \) and length \( \ell_0 \gg w_0 \), as indicated in Fig. 1; typical values are \( w_0 \approx 30 \text{ km} \) and \( \ell_0 \approx 200 \text{ km} \). The flow of the ice is driven by an external wind stress \( \mathbf{f} \) (typically \( \approx 0.1 \text{ Pa} \)) acting on its top surface, cf. Fig. 1(a), and is impeded by water drag on its bottom surface as well as internal stresses that arise due to a resistance to motion relative to the channel walls [6].

Adopting the widely used approach in climate modeling, we treat the ice field as a 2D continuum rather than considering the dynamics of individual floes. The inertia of the ice is negligible on time scales longer than a few hours, and water drag, being quadratic in the relative ice-ocean velocity, is small relative to other stress terms for slowly moving ice and weak ocean currents [6,7]. The Coriolis force is an order of magnitude smaller than wind stress for a typical ice velocity (~0.1 m s\(^{-1}\)) and thickness (~1 m) and is smaller still for stationary (bridged) ice. Thus, at first approximation, the depth-integrated stress equation reduces to the two-dimensional balance [6,8,9]

\[
\nabla \cdot \mathbf{\sigma} + \mathbf{f} = 0, 
\]

where \( \mathbf{\sigma}(x, y, t) \) is the depth-integrated internal stress tensor (units of force per length) associated with the velocity field \( \mathbf{u}(x, y, t) = u(x, y) \mathbf{e}_x + v(x, y) \mathbf{e}_y \). The surface wind stress \( \mathbf{f} \) has units of force per area and is assumed to be a constant and unidirectional for simplicity, i.e., \( \mathbf{f} = f \mathbf{e}_x \). Water stress, which is necessary to establish free drift of the ice, can be
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FIG. 1. Schematic of the setup and forcing conditions, indicating the coordinate system and the external wind stress. Panel (a) shows a section normal to the plane of flow, and (b) sketches a plan view of the narrow channel geometry with \( \ell_0 \gg w_0 \), indicating the possible formation of a static ice arch. The ice field is described using an effective thickness \( h \) and a compactness \( c \).
We use Hibler’s viscous-plastic constitutive law for sea ice [10,11], in which \( \sigma \) is related to the rate-of-strain tensor \( \mathbf{E} = \frac{1}{2} (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \) by
\[
\sigma = -p \mathbf{I} + \eta (\alpha^2 - 1)(\mathbf{tr} \mathbf{E}) \mathbf{I} + 2\eta \mathbf{E},
\]
where \( \alpha \) is an \( O(1) \) parameter that represents the eccentricity of an elliptic yield curve, and \( p \) is the depth-integrated average normal stress (also referred to as a pressure). The depth-integrated viscosity \( \eta \) depends on both \( p \) and \( \mathbf{E} \) and is given by the relation
\[
\eta = \frac{1}{\alpha^2} \max \left( \frac{p}{E} \cdot \zeta_{\min} \right),
\]
where \( E \equiv \alpha^{-1} \sqrt{2(\mathbf{tr}\mathbf{E} \cdot \mathbf{E}) + (\alpha^2 - 1)(\mathbf{tr}\mathbf{E})^2} \) is a measure of the strain rate. Thus, the rheology is nominally plastic (i.e., \( \sigma \) is invariant to a rescaling of \( \mathbf{E} \) for \( \eta = \alpha^2 p/E \)), with a viscous regularization for large strain rates \( \eta = \alpha^{-2} \zeta_{\min} \) for \( E > p/\zeta_{\min} \) [12]. The dependence of \( \eta \) on \( p \) and \( E \) shares several similarities with continuum models of dense granular flows [13–15]; hence, the results we derive below should be widely applicable.

The sea ice thickness distribution [16,17] is approximated by a two-level model: the effective thickness \( h \) is defined as the ice mass per unit area divided by its density (assumed constant) and the compactness \( c \), as the area fraction of rheologically active “thick” ice relative to the total area covered by ice (including open water) [11]. Neglecting thermodynamic sources of thickness redistribution (e.g., precipitation and phase changes), the conservation equations for \( h \) and \( c \) are [11]
\[
\frac{\partial h}{\partial t} + \nabla \cdot (\mathbf{u} h) = 0 \quad \text{and} \quad \frac{\partial c}{\partial t} + \nabla \cdot (\mathbf{u} c) = 0, \quad \text{with} \quad 0 \leq c \leq 1.
\]

Since the pressure \( p \) is a depth-integrated stress, it is linearly related to \( h \) to good approximation [6,18,19]. On the other hand, \( p \) decreases strongly for \( c \) not close to unity (due to decreased interactions between floes), motivating a relationship of the form
\[
p = S \, e^{-k(1-c)},
\]
where \( S \) is a strength constant (with units of force per area), and \( k \) is a dimensionless model parameter [11]. Equations (1)–(5) define Hibler’s sea ice model [11], and form a coupled system for the unknowns \( \mathbf{u} \), \( h \), \( c \), \( \eta \), and \( p \) (functions of \( x \), \( y \) and \( t \)) in terms of parameters \( \alpha \), \( \zeta_{\min} \), \( S \), and \( k \). The system can be solved subject to initial conditions on \( h \) and \( c \), and the no-slip condition at the channel walls \( \mathbf{u} \big|_{y=\pm \delta} = \mathbf{0} \).

The standard approach in climate modeling with sea ice is to treat this nonlinear problem numerically [6,8,20]. Here, we obtain analytical results that are applicable when a strain is narrow, i.e., \( \delta \equiv w_0/\zeta_{\min} \ll 1 \), by first developing an approximate expression for the ice velocity as a function of \( p \) and the channel shape \( w(x) \). We then use this result in the continuity equations (4a) and (4b) to obtain reduced-order evolution equations for \( h \) and \( c \) that admit solutions consistent with ice bridge formation.

Guided by long-wave approximations for plastic flows in channels [21,22], we define dimensionless variables as
\[
x = \frac{\varepsilon_0 x}{\delta}, \quad y = \frac{w_0 y}{\delta}, \quad u = \frac{u_0 u}{\delta}, \quad v = \frac{v_0 v}{\delta},
\]
\[
t = \frac{\varepsilon_0 t}{\delta}, \quad p = \frac{p_0 p}{\delta}, \quad \eta = \frac{\zeta_{\min}}{\delta^2} \tilde{\eta}, \quad h = \frac{p_0 h}{S}
\]
where \( u_0 \) and \( p_0 \) are, respectively, characteristic velocity and pressure scales that are to be determined. We note that (5) rescales to become \( \tilde{p} = \frac{p}{\varepsilon_{\min}} \). Striking a balance between wind stress and transverse shear stress gradients in (1)–(2) yields the velocity scale \( u_0 = \alpha^2 \delta \tilde{w}_0^2 f/\zeta_{\min} \). Further, the no-slip condition at the walls demands that the flow behaves visously (\( \eta = \zeta_{\min}/\alpha^2 \)) near the channel walls, which is realized only when \( p \leq E \zeta_{\min} \), cf. (3). This latter condition establishes a pressure scale \( p_0 = \zeta_{\min} u_0/\alpha \tilde{w}_0 f \).

Defining \( \tilde{E} \equiv E \tilde{w}_0/u_0 \), we can then write
\[
\tilde{\eta} = \max \left( \frac{\tilde{p}}{\tilde{E}}, 1 \right),
\]

and
\[
\tilde{E} = \left[ \frac{\partial \tilde{u}}{\partial \gamma} \right] + \mathcal{O}(\delta).
\]

The stress balance (1)–(3), for \( \delta \ll 1 \), reduces to
\[
\frac{\partial \tilde{p}}{\partial \gamma} = 0,
\]
\[
\frac{\partial}{\partial \gamma} \left[ \tilde{\eta} \left( \frac{\partial \tilde{u}}{\partial \gamma} \right) \right] + 1 = 0.
\]

In contrast with viscous fluid flow in narrow channels, normal and shear stresses in the ice are comparable due to the dependence of \( \tilde{\eta} \) on \( \tilde{p} \) and \( \tilde{E} \), cf. (2) and (3). Consequently, the longitudinal pressure gradient is an \( \mathcal{O}(w_0/\varepsilon_{\min}) \) smaller than the transverse gradient of shear stress and is therefore absent from (8b) at first approximation.
Integrating (8) with respect to \( \tilde{y} \) and applying the condition of zero shear stress at the symmetry axis \( \tilde{y} = 0 \) results in \( \tilde{p}(\partial \tilde{u}_y/\partial \tilde{y}) = -\tilde{y} \) and \( \tilde{p} = \tilde{p}(\tilde{x}, \tilde{t}) \). We recognize that the flow must be viscous (\( \tilde{u}_y = 1 \)) in a layer near the channel walls in order to satisfy the no-slip condition. Within this layer, the expression for shear stress can be integrated subject to the no-slip condition to obtain the velocity \( \tilde{u}_x \) in the viscous layer as

\[
\tilde{u}_x(\tilde{x}, \tilde{y}, \tilde{t}) = \frac{1}{2} (\tilde{w}^2 - \tilde{y}^2).
\]  

(9)

Observing that \( \tilde{\eta} = 1 \) is only realized if \( \tilde{E} > \tilde{p} \), and that \( \tilde{E} \sim |\partial \tilde{u}/\partial \tilde{y}| \sim |\tilde{y}| \) by (7) and (9), we deduce that the viscous layer spans the region \( \tilde{p}(\tilde{x}, \tilde{t}) < |\tilde{y}| < \tilde{w}(\tilde{x}) \), as sketched in Fig. 2(a).

In the central part of the channel, where \( |\tilde{y}| < \tilde{p}(\tilde{x}, \tilde{t}) \), the flow is plastic (\( \tilde{u}_y = \tilde{p}/\tilde{E} \)) as per (7a). Here, the horizontal velocity is nearly independent of \( \tilde{y} \) and can be written as \( \tilde{u} = \tilde{u}_p(\tilde{x}, \tilde{t}) \), see Fig. 2(a). Continuity of velocity across the boundary \( |\tilde{y}| = \tilde{p}(\tilde{x}, \tilde{t}) \) between the viscous and plastic regions of the flow yields

\[
\tilde{u}_p(\tilde{x}, \tilde{t}) = \frac{1}{2} (\tilde{w}^2 - \tilde{p}^2).
\]  

(10)

A singular perturbation analysis shows that \( \tilde{\eta} = O(\delta^{-1}) \) and \( \partial \tilde{u}/\partial \tilde{y} = O(\delta) \) in the plastic region [21]; we do not, however, discuss these details here.

Thus, the curves \( \tilde{y} = \pm \tilde{p}(\tilde{x}, \tilde{t}) \) represent pseudoyield surfaces across which the rheology transitions from plastic to viscous flow. However, if \( \tilde{p} > \tilde{w} \) (at some \( \tilde{x} \) and \( \tilde{t} \)), the pseudoyield surface lies “outside” the channel, preventing this transition from occurring and thereby causing the flow to be locally unyielded with \( \tilde{u} = 0 \), see Fig. 2(a). The different flow behaviors can be combined into a compact expression for \( \tilde{u} \):

\[
\tilde{u}(\tilde{x}, \tilde{y}, \tilde{t}) = \max \left\{ \frac{1}{2} (\tilde{w}^2 - \max \{\tilde{p}, \tilde{y}\}^2), 0 \right\},
\]  

(11)

which is indicated by arrows in Fig. 2(a). The width-averaged mean flow speed \( \langle \tilde{u} \rangle(\tilde{x}, \tilde{t}) \) is then

\[
\langle \tilde{u} \rangle = \frac{1}{2\tilde{w}} \int_{-\tilde{w}}^{\tilde{w}} \tilde{u} d\tilde{y} = \max \left\{ \frac{\tilde{w}^2}{3} \left(1 - \frac{\tilde{p}^2}{\tilde{w}^2}\right), 0 \right\}
\]  

(12)

and is plotted in Fig. 2(b). Thus, a critical condition for flow \( \tilde{p} < \tilde{w} \) emerges from the long-wave theory.

We now turn to the continuity equations (4). If \( \tilde{h} \) and \( c \) are nearly uniform across the channel (contingent on initial conditions), (4) can be integrated across the channel width to eliminate \( \tilde{t} \) and obtain averaged 1D equations:

\[
\frac{\partial \langle \tilde{w} \rangle \tilde{h}}{\partial t} + \frac{\partial \langle \tilde{w} \rangle \langle \tilde{u} \rangle \tilde{h}}{\partial x} = 0 \quad \text{and} \quad \frac{\partial \langle \tilde{w} \rangle c}{\partial t} + \frac{\partial \langle \tilde{w} \rangle \langle \tilde{u} \rangle c}{\partial x} = 0, \quad 0 \leq c \leq 1.
\]  

(13a, 13b)

Equations (12)–(13) form a reduced-order (1D) system of hyperbolic conservation laws for \( \tilde{h}(\tilde{x}, \tilde{t}) \) and \( c(\tilde{x}, \tilde{t}) \), coupled through the mean flow speed \( \langle \tilde{u} \rangle \); we recall that \( \tilde{p} = \tilde{h} e^{-\tilde{c}(1-c)} \). We solve this coupled system numerically using the HLL (Harten–Lax–van Leer) method [23] in which wave information is advanced along local characteristics (see also [24]). As representative examples, we focus here on a uniform initial ice field with \( \tilde{h}|_{t=0} = \tilde{h}_i \) and \( c|_{t=0} = c_i \) in a channel of nonuniform shape \( \tilde{w}(\tilde{x}) \). Because of (5), the initial pressure field is also uniform, i.e., \( \tilde{p}|_{t=0} = \tilde{p}_i = \tilde{h}_i e^{-\tilde{c}(1-c)_i} \). We hold \( \tilde{h} = \tilde{h}_i \) and \( c = c_i \) at both the inlet (\( \tilde{x} = 0 \)) and the outlet (\( \tilde{x} = 1 \)); note that the inlet condition amounts to constant fluxes of \( \tilde{h} \) and \( c \) into the channel.

Figure 3 shows the numerically computed time evolution of the thickness distribution along the channel for two different \( \tilde{h}_i \), with \( c_i = 1 \). The results in Fig. 3(a) correspond to a flow with \( \tilde{p}_i < \tilde{w} \) everywhere. In this case, the system evolves towards a steady state characterized by a smooth distribution of ice properties along the channel without bridge formation (\( \langle \tilde{u} \rangle > 0 \) everywhere).

By contrast, Fig. 3(b) corresponds to a situation in which \( \tilde{p}_i > \tilde{w} \) in a part of the channel (region between dashed lines) constituting a local blockage with \( \langle \tilde{u} \rangle = 0 \), cf. (12). The ice downstream of the blockage flows in response to the wind stress, leaving ever thinning ice in its place, while the incoming ice upstream of the initial blockage piles up until it becomes thick enough to stop flowing. This results in the development of a discontinuity in ice properties that separates thick, compact, and stationary ice from flowing open water (\( \tilde{h} = \tilde{c} = 0 \)), as indicated in Fig. 3(b) and sketched schematically in Fig. 3(c). These results are
consistent with previously observed and simulated mechanisms of ice arch formation in which a polynya is formed downstream of the arch [3,25,26]. A third type of steady state occurs trivially when \( \tilde{p}_i > \tilde{w} \) everywhere in the channel, for which \( \langle \tilde{u} \rangle = 0 \) throughout and no arch is formed. The different types of flow behavior are closely related to wave propagation in the hyperbolic system (13) and have analogies with traffic flow; these properties will be discussed elsewhere.

Thus, for a channel with maximum and minimum half-widths \( w_{\text{max}} \) and \( w_{\text{min}} \), respectively, the condition for arch formation with uniform initial ice properties is \( w_{\text{min}}/w_0 < \tilde{p}_i < w_{\text{max}}/w_0 \) or

\[
\frac{\alpha w_{\text{min}}}{S} < h_i e^{-k(1-c_i)} < \frac{\alpha w_{\text{max}}}{S},
\]

where \( h_i = \alpha w_0 f \tilde{h}_i / S \) is the dimensional initial ice thickness. The steady-state flow is arrested everywhere if \( h_i e^{-k(1-c_i)} > \alpha f w_{\text{max}} / S \), and is fully mobile if \( h_i e^{-k(1-c_i)} < \alpha f w_{\text{min}} / S \). We remark that the above predictions for the structure of the steady-state flow are independent of \( \zeta_{\text{min}} \).

We validate the predictions of our theory against direct numerical simulations of the full 2D system (1)–(5) using standard methods in sea ice modeling [20,25]. Figure 4 quantifies the structure of the steady-state flow and shows theoretical predictions (shaded areas) alongside 2D numerical simulations (symbols), indicating that either flowing, bridged, or fully arrested steady states are attained depending on the initial ice properties.

We remark that our reduced-order theory does not guarantee stability of the arch, and therefore, slightly underpredicts the minimum initial thickness required for bridge formation, cf. Fig. 4. In particular, as the ice pack opens up downstream of the initial blockage, the length scales in both the \( x \) and \( y \) directions become comparable, and the dynamics in the vicinity of the arch are fully two dimensional, see Figs. 3(b) and 3(c). Nonetheless, the present theory captures several features of the simulations and predicts realistic values of ice thickness (a few meters) for arch formation in straits with widths \(~50\,\text{km}\) and typical wind stresses [25,26], cf. Fig. 4.

The area flux of ice can be inferred from (12) as

\[
q = \max \left\{ \frac{2\alpha^2 w^3 f}{3 \zeta_{\text{min}}} \left[ 1 - \left( \frac{p}{\alpha w f} \right)^3 \right], 0 \right\},
\]

which assumes the dominance of internal stresses over water drag on the ice, and is therefore expected to be accurate for strong ice, i.e., \( p/(\alpha w f) = O(1) \). For relatively weak ice \( [p/(\alpha w f) \ll 1] \), water drag provides the main resistance to flow, balancing atmospheric stress and establishing the free-drift velocity scale \( u_{\text{fd}} \sim \sqrt{f/(\rho_w C_{\text{dw}})} \); here \( \rho_w \) and \( C_{\text{dw}} \) are, respectively, the density of water and the water-ice drag coefficient.

The two velocity scales become comparable when \( p = \alpha w \{ 1 - 3 \zeta_{\text{min}} / \sqrt{4 \alpha^4 w^3 f C_{\text{dw}} \rho_w} \}^{1/3} \), setting a lower bound on \( p \) for the applicability of our theory. On the other hand, the weak-ice limit \( [p \ll \alpha w f] \) of (15) provides reasonable agreement with measured ice velocities in Nares Strait as a function of the wind stress [27] \([|\mathbf{u}| \lesssim 0.3\,\text{m\,s}^{-1} \text{ for } f \lesssim 0.6\,\text{Pa}]\) when using the standard values of \( \zeta_{\text{min}} = 4 \times 10^8\,\text{Pa}\,\text{m} \) and \( \alpha \approx 1 \) [25], see also [3,28]. A more direct quantitative comparison with
intermediate values, \( \zeta \) viscosity speeds in straits. We remark that the role of the limiting simultaneous measurements of ice properties and wind observations is challenging at present due to the lack of initial ice thickness 

\[ h_i \]

FIG. 4. Phase diagram of the steady-state flow as a function of initial ice thickness \( h_i \) (with \( c_i = 1 \)) and the thickness scale \( \alpha f w_{\text{max}} / S \) for a channel with \( w_{\text{min}} = w_{\text{max}} / 2 = 25 \text{ km} \). The reduced-order theory predicts unimpeded flow if \( h_i < \alpha f w_{\text{min}} / S \) (shaded green), fully arrested flow if \( h_i > \alpha f w_{\text{max}} / S \) (shaded red), and the formation of ice bridges for intermediate values, \( \alpha f w_{\text{min}} / S > h_i > \alpha f w_{\text{max}} / S \) (shaded blue), with both arrested and flowing regions. Depending on the initial thickness, 2D direct numerical simulations exhibit either unimpeded flow (green triangles), arrested motion (red circles), or ice bridges (blue squares) at steady state. Here, we use the standard values of \( S = 13.75 \text{ kPa} \) and \( k = 20 \) \[11,25\].

Our study of ice bridges in narrow straits quantifies an important geophysical phenomenon that has consequences for both climate and ecology. We have shown that the formation of ice bridges can be understood in terms of a yield-stress mechanism and have provided quantitative predictions both for the critical ice properties for arch formation, as well as the flow rates associated with wind-driven ice motion in straits, e.g., during the breakup of such bridges. The similarity of ice arching to the jamming of dense granular flows and the behavior of yield-stress fluids suggests interesting physical and mechanistic connections between these different systems.
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